
An algorithm for detecting homologues
of known structured RNAs in genomes

Shu-Yun Le
Laboratory of Experimental
and Computational Biology

NCI Center for Cancer Research
National Cancer Institute, NIH

Bldg. 469, Room 151, Frederick
Maryland 21702, USA
shuyun@ncifcrf.gov

Jacob V. Maizel, Jr.
Laboratory of Experimental
and Computational Biology

NCI Center for Cancer Research
National Cancer Institute, NIH

Bldg. 469, Room 151, Frederick
Maryland 21702, USA
jmaizel@ncifcrf.gov

Kaizhong Zhang
Department of Computer Science School of Computing Science

University of Western Ontario Simon Fraser University
London, ON N6A 5B7, Canada Burnaby BC V5A 1S6, Canada

kzhang@csd.uwo.ca

Abstract

Distinct RNA structures are frequently involved in a wide-
range of functions in various biological mechanisms. The
three dimensional RNA structures solved by X-ray crystal-
lography and various well-established RNA phylogenetic
structures indicate that functional RNAs have characteris-
tic RNA structural motifs represented by specific combi-
nations of base pairings and conserved nucleotides in the
loop region. Discovery of well-ordered RNA structures and
their homologues in genome-wide searches will enhance
our ability to detect the RNA structural motifs and help
us to highlight their association with functional and regu-
latory RNA elements. We present here a novel computer al-
gorithm, HomoStRscan, that takes a single RNA sequence
with its secondary structure to search for homologous RNAs
in complete genomes. This novel algorithm completely dif-
fers from other currently used search algorithms of homol-
ogous structures or structural motifs. For an arbitrary seg-
ment (or window) given in the target sequence, that has sim-
ilar size to the query sequence, HomoStRscan finds the most
similar structure to the input query structure and computes
the maximal similarity score (MSS) between the two struc-
tures. The homologous RNA structures are then statistically
inferred from the MSS distribution computed in the target
genome. The method provides a flexible, robust and fine
search tool for any homologous structural RNAs.

Keywords: RNA structure similarity; pattern recogni-
tion; homologous structural RNA search

1 Introduction

RNA is a conformationally polymorphic macromolecule
and can be described by its nucleotide sequence and struc-
tural constraints manifested in its secondary and tertiary
structure. Though single-stranded regions exist in most
RNAs, the RNA molecules often fold back on themselves
between complementary segments to form various struc-
tures guided mainly by Watson-Crick rules [1]. Recent ad-
vances in RNA studies indicate that RNA performs a wide
range of functions in various biological processes. Included
among these functions are catalysis and regulation of gene
expression mediated by self-splicing ribozymes [1], small
microRNAs (miRNAs) [2, 3], and other diversified RNA
regulatory elements in the control of post-transcriptional
[4-6] and translation [7-11]. Most of the functional RNA
elements involve the specific structure motifs in the higher
order structures rather than simple, linear sequence motifs
[1]. It is the well-ordered structures formed uniquely in
functional RNAs that play a crucial role in the biological
mechanisms [12]. It is evident that a complete understand-
ing of the function of RNA molecules requires knowledge
of their 3-dimensional (3-D) structures. The determination
of RNA 3-D structure is a limiting step in the study of RNA
structure-function relationships because it is very difficult
to crystallize and/or get nuclear magnetic resonance spec-
trum data for large RNA molecules. Thus, the establish-
ment of homologous structures inferred across the diversi-
fied RNAs performing the same function is a very important



step towards our understanding of the unrevealed property
of structure-function for the new discovered RNA regula-
tory elements.

It is also true that most of the genomic sequences
listed in databases contain annotated information of some
structured RNAs, such as tRNA, 16S and 23S ribosomal
RNAs (rRNAs), but there is little information about other
well-established functional RNA elements and non-coding
RNAs (ncRNAs). This information is necessary to un-
derstand the rapidly expanding databases of genome se-
quences. Over the last decade, computational search meth-
ods for distinct RNA structural motifs have made a great
progress. A number of tools such as RNAMOT, Palingol,
PatSearch, PatScan, RNAMotif, and ERPIN have been de-
veloped and have practical applications to the search for
RNA structural motifs of iron-responsive elements (IRE),
signal recognition particle (SRP) RNAs, and selenocysteine
insertion (SECIS) elements [13-18]. Since these algorithms
use a motif descriptor or an indirect quantitative scoring
system, it is difficult and/or not sufficient to characterize ex-
actly the structural feature in the well-ordered base-pairing
stacking region or in the complicated domain including
various non-canonical base-pairings. Although, the com-
putational search tools for specific kinds of ncRNA, such
as tRNAscan-SE, tRNAscan, tRNA CM, and EufindtRNA
were quite efficient and successful, they are limited to the
prediction of tRNA genes [19-22], and are not adapted to
find other ncRNAs and RNA structural motifs.

Here, we describe a novel algorithm, HomoStRscan, to
search for homologous structural RNAs by scanning a ge-
nomic sequence. HomoStRscan takes account of informa-
tion of both the primary sequence and the secondary struc-
tural constraints of the query RNA in detail. The struc-
tural constraints are represented by the positions and types
of each base pair in the structure. The algorithm provides
two scoring matrices of base and base pairs that include 4
types of bases and 16 types of base-pairings as well as in-
sertion and deletion of either base or base-pairings. Non-
canonical base pairs, such as A:G, G:G, A:A found in the
5S rRNA structure, are allowable. The input scoring matri-
ces of base and base pairs used in the comparison are con-
trolled by users and can be changed easily based on spe-
cific searches. The algorithm differs from other currently
used approaches in considering each base and base pair in
the query RNA and applying gap penalty and stacking pair
bonus. In the new approach, HomoStRscan looks for the
most similar structure to match the query structure in an ar-
bitrary segment given in the target sequence. Variation in
the size of the segment around the query sequence length
is permitted. Simultaneously, the maximal similarity score
(MSS) between the query RNA and the computed matching
structure is calculated [23, 24]. The homologous RNAs are
predicted by robust statistical inference from the MSS dis-

tribution that is computed by moving the window along the
target sequence.

2 RNA structural alignment and
RNA pattern searching

The primary structure of an RNA molecule is a se-
quence of nucleotides over the four-letter alphabet

P =fA;C;G;Ug. The secondary structure of an RNA is a set
of base pairs betweenA andU , C andG, andG andU
(canonical base pairs). These bonds have been assumed to
be non-crossing in secondary structure. In this section, we
first consider the structural alignment between an RNA sec-
ondary structure and an RNA sequence. We then extend this
to RNA secondary structure pattern searching.

2.1 Structural alignment between an RNA
secondary structure and an RNA se-
quence and RNA structure searching

We now consider the problem of structurally aligning an
RNA secondary structure with an RNA sequence. Given
an RNAR1 with primary and secondary structures and an
RNA R2 with only primary sequence, the goal of the struc-
tural alignment is to identify a secondary structure forR2
such that the structural similarity betweenR1 and this iden-
tified structure is maximized among all the possible sec-
ondary structures ofR2.

The structural similarity between RNA structures is
based on edit operations, i.e. insertion, deletion and sub-
stitution, on unpaired bases and base pairs [24, 27, 28].
In addition, we also allow a base pair to be aligned with
non-canonical base pairs and even two unpaired bases to
enhance the quality of the alignments [29].

We assume that there is a score function associated with
the edit operations. Let

P = fA;C;G;Ug, a score
function, (), for unpaired bases is defined on

P[f�g
and a score function,�(), for base pairs is defined onP�P[f(�;�)g.

Given an RNA secondary structuresR1 and an RNA
sequenceR2, a structural alignment betweenR1 andR2
is represented by(R01; R02) satisfying the following condi-
tions.

1) R01 is R1 with some new symbols� inserted andR02
is R2 with some new symbols� inserted such thatjR01j = jR02j.

2) If (r01[i]; r01[j]) is a base pair inR01, then eitherr02[i]
andr02[j]) are two bases inR02 or r02[i] = r02[j] = �.

¿From this definition, ifr01[i] is an unpaired base inR01,
thenr02[i] is either a base inR02 or a�. In addition, when
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(r01[i]; r01[j]) is a base pair inR01 and bothr02[i] andr02[j]
are bases inR02, there is no requirement thatr02[i] andr02[j]
are complementary since we allow a base pair to be aligned
with a non-canonical base pair and with two unpaired bases.
The score function should be designed in such a way that
the alignment between two base pairs will have a high pos-
itive score, the alignment between a base pair and a non-
canonical base pair will have a low score, and the alignment
between a base pair and two unpaired bases will have a low
or even a negative score (see Table 2).

The similarity score for a given(R01; R02) is the summa-
tion of the individual scores of the edit operations involved
plus gap penalty. For any base pair inR01, if it is aligned
with (�;�), then there is a base pair deletion cost, if it is
aligned with two bases inR02, then there is a score of align-
ing two base pairs or aligning a base pair to two unpaired
bases depending on the two bases involved. For any un-
paired base inR01, if it is aligned with�, then there is an
unpaired base deletion cost, if it is aligned with a base inR02, then there is a score of aligning two bases. For any
base inR02 which is aligned with�, there is an unpaired
base insertion cost.

A gap in an alignment(R01; R02) is a consecutive subse-
quence of� in eitherR01 orR02 with maximal length. More
formally [i � � � j] is a gap in(R01; R02) if eitherr01[k] = � fori � k � j, r01[i� 1] 6= �, andr01[j +1] 6= �, or r02[k] = �
for i � k � j, r02[i� 1] 6= �, andr02[j + 1] 6= �. For each
gap in an alignment, in addition to the insertion/deletion
costs, we will assign a constant,gap, as the gap initiation
cost. This means that longer gaps are preferred since for a
longer gap the additional cost distributed to each base is rel-
atively small. This kind of affine gap penalty has long been
used in sequence alignment [30] and structural alignment
[31]. In biological alignment, if possible, longer gaps are
preferred since it is difficult to delete the first element, but
after that to continue deleting is mush easier. We also add a
bonus,stacking, for each stacking pair of base pairs inR01
aligning with a stacking pair of base pairs inR02.

The previous algorithms for this problem were either too
time consuming and with non-optimal solutions [32, 33] or
designed with an alignment scoring scheme which is too
simple to be useful in practice [34,27].

Given an RNA secondary structuresR1 and an RNA se-
quenceR2, the structural alignment problem is to determine
a structural alignment with MSS. We will call this alignment
as optimal alignment. The set of bases inR2 that are aligned
with base pairs inR1 in the optimal structural alignment
identifies a secondary structure ofR2. The above prob-
lem definition can be considered as global structural align-
ment problem. We can extend it to the RNA pattern search-
ing problem. Given an RNA secondary structuresR1 and
an RNA sequenceR2, the RNA structure pattern searching
problem is to determine a substringR2[K;L] such that the

score of the optimal structural alignment betweenR1 andR2[K;L] is the largest among all the possible substring ofR2.
2.2 Tree representation of RNA secondary

structure

We will use a tree (or a forest) to represent an RNA primary
and secondary structures [27]. Suppose thatS is the set of
base pairs of an RNA secondary structureR. For(i; j) 2 S,h is accessible from(i; j) if i < h < j and there is no pair(k; l) 2 S such thati < k < h < l < j. (k; l) 2 S is ac-
cessible from(i; j) 2 S if both k andl are accessible from(i; j). This accessibility defines parent-child relationship.
Whenh is accessible from(i; j), we defineh as a child of(i; j). When(k; l) is accessible from(i; j), we define(k; l)
as a child of(i; j). The order of(i; j)’s children is the or-
der they appear in the primary sequence. This defines a tree
structure of the RNA structure. In this representation, all in-
ternal nodes are base pairs and all leave nodes are unpaired
bases.

Let T be the tree representing an RNA primary and sec-
ondary structuresS. The nodes ofT are numbered from1
to jT j according to the postorder. In the following, lett[i]
be a node ofT with degreedi and childreni1; i2; :::; idi .
We useT [i] to represent the subtree rooted at nodet[i] andb[i] to represent the base information of nodet[i]. If t[i]
is an internal node, thenb[i] is a base pair. Ift[i] is a leaf
node, thenb[i] is an unpaired base. For anys, 1 � s � di,
let F [i1; is] represent the forest consisting of the subtreesT [i1]; :::; T [is].
2.2.1 Notations

For an RNA structureS of lengthn represented by a treeT and an RNA sequenceR of length m, we will con-
sider the optimal alignment between some subtrees and sub-
forests ofT and all substrings ofR. For any nodet[i],
we useA(F [i1; is]; [k; l]) to denote the score of the opti-
mal alignment betweenF [i1; is] and subsequenceR[k; l],D(F [i1; is]; [k; l]) to denote the score of the optimal align-
ment betweenF [i1; is] and subsequenceR[k; l] such that
the alignment ends with a deletion, andI(F [i1; is]; [k; l]) to
denote the score of the optimal alignment betweenF [i1; is]
and subsequenceR[k; l] such that the alignment ends with
an insertion.

For subtreeT [i], A(T [i]; [k; l]), D(T [i]; [k; l]), andI(T [i]; [k; l]) are similarly defined. Lett[i] be an internal
node andb[i] = (b1; b2), we also define the following two
special alignment scores. We useMp(T [i]; [k; l]) to rep-
resent the optimal alignment betweenT [i] and substringR[k; l] such that the alignment begins with the alignment
of b1 andr[k] and ends with the alignment ofb2 andr[l].
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We useDp(T [i]; [k; l]) to represent the optimal alignment
betweenT [i] and substringR[k; l] such that the alignment
begins with the alignment ofb1 with � and ends with the
alignment ofb2 with �.

2.3 Properties of the maximum score

Recall that(:; :) is the score function for unpaired bases
and�(:; :) is the score function for base pairs. In the follow-
ing,(i;�) has two different meanings. Ift[i] is a leaf node
in T then we use(i;�) to represent the cost of deleting the
unpaired baseb[i]. If t[i] is an internal node inT then we
use(i;�) to represent the cost of deleting the subtreeT [i].
Lemma 1. For any internal node t[i] and 1 � k � m,A(F [i1; i0]; [k; k � 1]) = 0;D(F [i1; i0]; [k; k � 1]) = gapI(F [i1; i0]; [k; k � 1]) = gap
Proof. Trivial.

Lemma 2. For any internal node t[i] with 1 � s � di and1 � k � m,D(F [i1; is]; [k; k � 1]) = D(F [i1; is�1]; [k; k � 1])+(is;�)A(F [i1; is]; [k; k � 1]) = D(F [i1; is]; [k; k � 1])I(F [i1; is]; [k; k � 1]) = D(F [i1; is]; [k; k � 1]) + gap
Proof. Trivial.

Lemma 3. For any internal node t[i] and 1 � k < l � m,I(F [i1; i0]; [k; l]) = I(F [i1; i0]; [k; l � 1]) + (�; t)A(F [i1; i0]; [k; l]) = I(F [i1; i0]; [k; l])D(F [i1; i0]; [k; l]) = I(F [i1; i0]; [k; l]) + gap
Proof. Trivial.

Lemma 4. For any internal node t[i] with 1 � s � di and1 � k < l � m,I(F [di; ds]; [k; l]) =max� I(F [di; ds]; [k; l� 1]) + (�; l)A(F [di; ds]; [k; l� 1]) + (�; l) + gap
Proof. Trivial.

Lemma 5. For any internal node t[i] with 1 � s � di and1 � k < l � m, if t[is] is an unpaired base, thenD(F [di; ds]; [k; l]) =max� D(F [di; ds�1]; [k; l]) + (is;�)A(F [di; ds�1]; [k; l]) + (is;�) + gap

A(F [i1; is]; [k; l]) =max8<: I(F [i1; is]; [k; l])D(F [i1; is]; [k; l])A(F [i1; is�1; [k; l � 1]) + (is; l)
Proof. Trivial.

Lemma 6. For any internal node t[i] with 1 � s � di and1 � k < l � m, if t[is] is a base pair, thenD(F [i1; is]; [k; l]) =l+1maxt=k � D(F [i1; is�1]; [k; t� 1]) +Dp(T [is]; [t; l])� gapA(F [i1; is�1]; [k; t� 1]) +Dp(T [is]; [t; l])A(F [i1; is]; [k; l]) = max8<: I(F [i1; is]; [k; l])D(F [i1; is]; [k; l])maxt=l�1t=k A(F [d1; ds�1]; [k; t� 1]) +Mp(T [is]; [t; l])
Proof. SinceD(F [i1; is]; [k; l]) ends with a deletion andt[is] is a base pair, we have to consider the case where sub-
treeT [is] aligned withR[t; l] starting and ending with dele-
tion of base pairt[is] and subforestF [i1; is�1] aligned withR[k; t� 1]. Since we do not knowt, we iterate all possibil-
ities. The proof forA(F [i1; is]; [k; l]) is similar.

Lemma 7. For any internal node t[i], if di > 1 then,Mp(T [i]; [k; l]) =�(b(i); (k; l)) +A(F [i1; idi ]; [k + 1; l� 1])
OtherwiseMp(T [i]; [k; l]) =�(b(i); (k; l)) + max8<: A(F [i1; idi ]; [k + 1; l� 1])Mp(T [i1]; [k + 1; l � 1])+stacking

Proof. The first case is clear. For the second case, ift[i] is
aligned withk andl andt[i1] is aligned withk+1 andl�1,
then we need to add the stacking pair bonus.

In order to computeDp(T [i]; [k; l]), we need to
compute Ad(F [i1; is]; [k; l]), Dd(F [i1; is]; [k; l]),
and Id(F [i1; is]; [k; l]) which are slightly differ-
ent from A(F [i1; is]; [k; l]), D(F [i1; is]; [k; l]), andI(F [i1; is]; [k; l]). Ad(F [i1; is]; [k; l]) represents the
optimal alignment score assuming that it is appended to an
alignment ending with a deletion.Dd(F [i1; is]; [k; l]) andId(F [i1; is]; [k; l]) are similarly defined.

The formulas for Ad(F [i1; is]; [k; l]),Dd(F [i1; is]; [k; l]), and Id(F [i1; is]; [k; l]) are exactly
the same as those forA(F [i1; is]; [k; l]),D(F [i1; is]; [k; l]),
andI(F [i1; is]; [k; l]) except the initialization which is list
below.
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Lemma 8. For any internal node t[i] and 1 � k � m,Ad(F [i1; i0]; [k; k � 1]) = 0;Dd(F [i1; i0]; [k; k � 1]) = 0Id(F [i1; i0]; [k; k � 1]) = gap
Proof. Trivial.

Lemma 9. For any internal node t[i],Dp(T [i]; [k; l]) =�(b(i); (�;�)) + 2gap+max� Ad(F [i1; idi ]; [k; l])Dd(F [i1; idi ]; [k; l])� gap
Proof. If the optimal alignment usesAd(F [i1; idi ]; [k; l]),
then we have to add two gap penalties. If the optimal align-
ment usesDd(F [i1; idi ]; [k; l]), then we will only add one
gap penalty.

2.4 Algorithm and complexity

2.4.1 Algorithm

The above lemmas give us a bottom up algorithm to de-
termine the optimal structural alignment between the given
RNA secondary structure with a substring of the RNA se-
quenceR. The algorithm is given in Figure 1. OnceA([T [jT j]; [K;L]) = max1�k<l�m A([T [jT j]; [k; l]) is de-
termined, a trace-back can be performed to produce the op-
timal alignment betweenT andR[K;L]. The set of bases
in R[K;L] which are aligned with base pairs inT in the op-
timal alignment forms the secondary structure ofR[K;L].
2.4.2 Complexity

Recall thatdi is the number of children of nodet[i]. Letdpi be the number of children of nodet[i] which are in-
ternal nodes. For each internal nodet[i], there aredi
forests of the formF [i1; is]. The algorithm considers
each forest and each interval ofR. By lemma 6 only
for dpi forests we need to spendO(m) time. All the
other forests needO(1) time. Therefore the time com-
plexity isO(Pdi>0(dim2 + dpim3)) = O(m2Pdi>0 di +m3Pdi>0 dpi) = O(jT jm2 + bp m3) = O(nm2 + bp m3)
wherebp is the number of base pairs inT . If for each in-
ternal nodet[i], we keepMp(T [i]; [k; l] andDp(T [i]; [k; l]),
then the space complexity isO(bp m2).

2.5 Improvements

The above time and space complexities can be further im-
proved. In the following, letdel(k; l) =Pli=k (�; i).
Lemma 10. For any internal node t[i] and 1 � k < l � m,A(T [i]; [k; l]) =max8>>>>>>>><>>>>>>>>:

maxk<s�lfMp(T [i]; [s; l]) + del(k; s� 1)g+ gapmaxk�t<lfMp(T [i]; [k; t]) + del(t+ 1; l)g+ gapmaxk<s�t<lfMp(T [i]; [s; t])+del(k; s� 1) + del(t+ 1; l)g+ 2gapMp(T [i]; [k; l])Dp(T [i]; [k; l])(i;�) + del(k; l) + 2gap
Proof. Trivial.

Lemma 11. Let t[i] be an internal node of T and 1 �k < l � m, then given Mp(T [i]; [k; l]) and Dp(T [i]; [k; l]),A(T [i]; [k; l]) can be computed in O(m2) time.

Proof. From lemma 10, it is clear that ifmaxk<s�lfMp(T [i]; [s; l]) + del(k; s � 1)g,maxk�t<lfMp(T [i]; [k; t]) + del(t + 1; l)g, andmaxk<s�t<lfMp(T [i]; [s; t])+del(k; s�1)+del(t+1; l)g
can be computed inO(m2) time, thenA(T [i]; [k; l]) for1 � k < l � m can be computed inO(m2) time.

Let lg(k; l) = maxk<s�lfMp(T [i]; [s; l]) + del(k; s �1)g, it is easy to see thatlg(k; l) = (�; k) + maxflg(k +1; l);Mp(T [i]; [k+ 1; l])g. This means thatlg(k; l) for 1 �k < l � m can be computed inO(m2) time. Similarly letrg(k; l) = maxk�t<lfMp(T [i]; [k; t])+del(t+1; l)g, thenrg(k; l) can be computed inO(m2) time.
Let lrg(k; l) =maxk<s�t<lfMp(T [i]; [s; t])+del(k; s�1) + del(t+ 1; l)g, thenlrg(k; l) = �(k) + maxflrg(k +1; l); rg(k + 1; l)g. Thereforelrg(k; l) for 1 � k < l � m

can be computed inO(m2) time.

Lemma 12. If t[i] is an internal node and di = 1, thenDp(T [i]; [k:l]) =�(b[i]; (�;�)) + max� A(T [i1]; [k; l]) + 2gapDp(T [i1]; [k; l])
Proof. If the optimal alignment ofDp(T [i]; [k:l]) usesDp(T [i1]; [k; l]), then no gap penalty will be added. Oth-
erwise, we have to add two gap penalties.

Lemma 13. Let t[i] is an internal node of T , di = 1
and 1 � k < l � m, then given Mp(T [i1]; [k; l]) andDp(T [i1]; [k; l]),Mp(T [i]; [k; l]) andDp(T [i]; [k; l]) can be
computed in O(m2) time.

Proof. Immediate from lemma 7, 11, and 12.
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begin

for i := 1 to jT j
if t[i] is an internal node

for k = 1 to n2
for l = k to n2

for s := 1 to di
ComputeA(F [i1; is]; [k; l]),D(F [i1; is]; [k; l]), andI(F [i1; is]; [k; l])

for k = 1 to n2
for l = k to n2

for s := 1 to di
ComputeAd(F [i1; is]; [k; l]),Dd(F [i1; is]; [k; l]), andId(F [i1; is]; [k; l])

for k = 1 to n2
for l = k to n2

computeMp([T [i]; [k; l]) andDp([T [i]; [k; l])
for k = 1 to n2

for l = k to n2
computeA([T [jT j]; [k; l])

end

Figure 1: Algorithm: RNA Structural Pattern Searching

Theorem 1. Given an RNA structure S of length n and an
RNA sequence of length m, let hl be the number of hair-
pin loops in S and ml be the number of multiple loops inS, the optimal structural alignment score between S and a
substring of R can be computed in O(nm2 + hl m3) time
and O(m2 log(ml)) space.

Proof. (sketch) We first consider the time complexity. From
lemma 13, we know that if we have a stacking pair of
base pairst[i] and t[i1] where t[i] is the parent oft[i1],
then in timeO(m2), instead ofO(m3) as in lemma 6,
we can computeMp(T [i]; [k; l]) andDp(T [i]; [k; l]) fromMp(T [i1]; [k; l]) andDp(T [i1]; [k; l]). This idea can be eas-
ily extended to bulge loops and internal loops. For a mul-
tiple loop t[i], suppose thatt[ip] is the first internal child
of t[i], then fromMp(T [ip]; [k; l]) and Dp(T [ip]; [k; l])
we can first computeA(T [ip]; [k; l]) and D(T [ip]; [k; l])
in O(m2) time and then computeA(F [i1; ip]; [k; l]),D(F [i1; ip]; [k; l]), and I(F [i1; ip]; [k; l]) in O(m2) time.
Similarly Ad(F [i1; ip]; [k; l]), Dd(F [i1; ip]; [k; l]), andId(F [i1; ip]; [k; l]) can also be computed inO(m2) time.
This means that the computation time fort[i] isO(dim2 +(dpi�1)m3). Therefore the total time isO(Pdi>0 dim2+Pdpi>1(dpi�1)m3) =O(jT jm2+(hl�1)m3) =O(nm2+hl m3).

In practice, the space requirement would be a bottleneck.
To reduce the space, the basic idea is straightforward: some
computed values are no longer useful after they were used
and the space used can be released.

For an internal nodet[i] with di > 1, Mp(T [i]; [k; l])
andDp(T [i]; [k; l]) can be computed usingO(m2) space
since for the iteration ofs from 1 to di, in order to compute
the current values fors,X(F [i1; is]; [k; l]), we only need to
maintain the previous values fors�1,X(F [i1; is�1]; [k; l]),
whereX 2 fA;D; Ig. If dpi > 1 (t[i] is a multiple
loop), then the order we evaluatet[i]’s internal children is
the child with maximum number of multiple loop descen-
dant nodes first and then from left to right. This will guar-
antee that during the the computation onlylog(ml) nodes
needO(m2) space. Therefore the total space requirement
isO(m2 log(ml)).
2.6 RNA structural pattern searching

We now briefly consider how to use the algorithm to search
an RNA structure from a genome. Here the assumption is
that the lengthn of the given RNA structureR is much
smaller compared to the lengthm of a genomeG.

In this situation, there is no meaning to compareR to
every substring ofG. We only need to consider substrings
of G that have similar length ofn. Here we can use a con-
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Table 1. The two profiles of

5Srna+ and 5Srna- of 5S rRNA

query used in HomoStRscan

a. The profile 5Srna+

5Srna+_B.sub_matured

TTTGGTGGCG auaGCGAAGA GgtcacACCC GTtcccatac

cgaacACGGa aGTtaagCTC TTCaGCgCCG ATGGTAGTcG

GGGGtttCCC CCtGTGAGAG TAGGaCGCCG CCAAGc

>

>

(1 ) 1 115 10

(2 ) 14 66 2

(3 ) 16 63 6

(4 ) 27 53 2

(5 ) 29 49 4

(6 ) 68 104 11

(7 ) 80 92 5

>

b. The profile 5Srna-

5Srna-_B.sub_matured_RCS

gCTTGGCGGC GtCCTACTCT CACaGGGGGa aaCCCCCgAC

TACCATCGGc GCtGAAGAGc ttaACttCCG Tgttcggtat

gggaACGGGT gtgacCTCTT CGCtatCGCC ACCAAA

>

>

(1 ) 2 116 10

(2 ) 13 49 11

(3 ) 25 37 5

(4 ) 51 103 2

(5 ) 54 101 6

(6 ) 64 90 2

(7 ) 68 88 4

>

stantk as a constraint such that only substrings of lengths
less or equal tokn will be compared. In practice,k would
be a small number less than 3. With this constraint, using
a technique in [29], the time and space complexities of the
algorithm can be further reduced toO(n2m) and toO(nm).

We now assume thatk = 2 and consider a sequence of
length3n = (k + 1)n formG. From the above discussion,
in O(n3) time andO(n2) space, we can compute scores of
the optimal alignments starting from the firstn locations of
the sequence since starting from those locations the lengths
of the substrings are at least2n. For the given genome, for
everyn locations, we can take a substring of length3n and
compute the scores of the optimal alignments. Therefore,
the time complexity isO(n3m=n) = O(n2m) and space
complexity remainsO(n2).
3 Results and Discussion

We reported here the applications of HomoStRscan in
searching for 5S ribosomal RNA (rRNA) in three bacterial
genome databases. We know that 5S rRNA or tRNA can
be encoded in either the positive stranded sequence (PSS)
or reverse complementary sequence (RCS) of the listed se-
quence in the genome database. To distinguish the differ-
ence of the structural feature of the query RNA encoded in
the PSS and RCS using the same target sequence data we
need to design two structural profiles for the query RNA.
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0.04

0.05
Distribution of MSS Computed from E.coli K12 genome, 4.64Mb

Cutoff Score for 5S rRNA

MSS > 500 in PSS
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Maximal Similarity Score

Maximal Similarity Score

Frequency
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Figure 2:5S rRNA MSS distributions computed fromE.coli K12.
The MSS scores computed from the PSS of the genomic sequence
are shown in the top and those observations computed from the
RCS are shown in the bottom. An expanded view of the high-
scoring tails of the MSS distribution are shown in Fig. 3.

One is for the detection of those RNAs encoded in the PSS
and the other is for those encoded in the RCS in scanning
the same sequence. We know that the wobble base pairs,
G:U and U:G will be reversed into A:C and C:A in the RCS.
To consider the un-complementary, structural feature in the
wobble and other non-canonical base pairs (e.g. A:G, G:G)
we also need to design the score matrix of base pairs specif-
ically in searching for query RNA encoded in either PSS or
RCS, respectively.

The common secondary structure of 5S rRNA from eu-
bacteria was reported based on a multiple sequence align-
ment of 436 5S rRNAs [25]. The query RNA used in Ho-
moStRscan was composed of two parts, in which the first
part is the primary sequence data and the second was the
region table of the structural constraints in the folded sec-
ondary structure. Based on the secondary structure ofBacil-
lus subtilis (B.sub) 5S rRNA [26] we design the two pro-
files, 5Srna+ and 5Srna- as the two query RNAs. The pri-
mary sequence in the query 5Srna- is the RCS of the se-
quence in the query 5Srna+ (see Table 1).

We know that some non-canonical base pairs, A:G, G:A,
A:A, G:G are a unique structural feature in the secondary
structure of 5S rRNAs. To characterize the conserved and
unique structural feature we design two specific score ma-
trices of base pairs, bp5s+ and bp5s- that are used in finding
RNA homologue encoded in the PPS and RCS, respectively.
They are shown in Table 2.

For Escherichia coli (E.coli) K12, eight 5S
rRNAs were annotated in the E.coli genome
in the database of Bacteria Complete Genomes
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Figure 3: An expanded view of the high-scoring tails of the 5S
rRNA MSS distribution computed fromE.coli K12. For further
details see the caption to Figure 2.

(http://www.ncbi.nlm.nih.gov:80/genomes/static/eubg.html).
Among them, five 5S rRNAs were encoded in the PSS
and the other three were encoded in the RCS. The target
genome has about 4.64 million bases (Mb). In the search
for 5S rRNAs, we used the default parameters to compute
the MSS distribution in the genome by HomoStRscan. The
sample size of the MSS distribution computed from the
PSS was 1,073,456 without including those overlapping
segments having the same ending positions approximately.
The observed distribution of MSS ranged from 289 to
555 (Fig. 2). The computed sample mean and the sample
standard deviation (std) were 437.6 and 10.41, respectively.
Using the cutoff score of MSS, 500 that was equal to the
value of the sample mean plus 6 times ofstd, we found
only 5 observations. All five homologous 5S rRNAs agree
with those listed in the annotation table ofE.coli K12
genome. Similarly, we had 969,775 observations of MSS
computed in the RCS by 5Srna- and score matrix bp5s-.
The observed distribution of MSS in RCS ranged from 295
to 555 (Fig. 2). The sample mean andstd of MSS were
438.0 and 10.37. Using the same rule of selecting cutoff
we also had the cutoff MSS = 500 that was equal to the
value of the sample mean plus 6 times ofstd. Using that
cutoff, we discovered only three observations in the RCS
(see Table 3) and they agree completely with those listed
in the annotation table. In the example, we showed high
sensitivity/specificity ratios in HomoStRscan search. Both
the sensitivity and the specificity ratios in the search are
100% inE.coli K12 genome (Fig. 3).

There were seven 5S rRNAs listed in the annotation table
of the 2.82 Mb complete genome ofStaphylococcus aureus

Table 2. The score matrices of base

pairs, bp5s+ and bp5s- that are used

in the 5S rRNA database search

by HomoStRscan

a. score matrix bp5s+

AA AC AG AU CA CC CG CU GA GC GG GU UA UC UG UU DD

AC 0 1 0 2 0 0 0 0 0 2 0 1 0 0 0 0 -4

AA 6 0 4 4 0 0 3 0 4 3 2 2 4 0 2 0 -4

AG 4 0 6 4 0 0 4 0 2 3 4 2 3 0 3 0 -4

AU 4 2 4 12 0 0 12 0 3 12 3 10 12 0 8 0 -4

CA 0 0 0 0 1 0 2 0 0 0 0 0 2 0 2 0 -4

CC 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -4

CG 3 0 4 12 2 0 12 0 3 12 4 8 12 0 10 0 -4

CU 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -4

GA 4 0 2 3 0 0 3 0 6 4 4 3 4 0 2 0 -4

GC 3 2 3 12 0 0 12 0 4 12 4 10 12 0 8 0 -4

GG 2 0 4 3 0 0 4 0 4 4 6 3 3 0 3 0 -4

GU 2 1 2 10 0 0 8 0 3 10 3 12 8 0 8 0 -4

UA 4 0 3 12 2 0 12 0 4 12 3 8 12 0 10 0 -4

UC 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -4

UG 2 0 3 8 2 0 10 0 2 8 3 8 10 0 12 0 -4

UU 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -4

DD -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4

b. score matrix bp5s-

AA AC AG AU CA CC CG CU GA GC GG GU UA UC UG UU DD

AA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -4

AC 0 12 0 10 8 3 8 2 0 10 0 2 8 3 0 2 -4

AG 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -4

AU 0 10 0 12 8 3 12 4 0 12 0 2 12 3 0 4 -4

CA 0 8 0 8 12 3 10 3 0 8 0 0 10 2 1 2 -4

CC 0 3 0 3 3 6 4 4 0 4 0 0 3 4 0 2 -4

CG 0 8 0 12 10 4 12 4 0 12 0 0 12 3 2 3 -4

CU 0 2 0 4 3 4 4 6 0 3 0 0 3 2 0 4 -4

GA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -4

GC 0 10 0 12 8 4 12 3 0 12 0 2 12 4 0 3 -4

GG 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -4

GU 0 2 0 2 0 0 0 0 0 2 0 1 0 0 0 0 -4

UA 0 8 0 12 10 3 12 3 0 12 0 0 12 4 2 4 -4

UC 0 3 0 3 2 4 3 2 0 4 0 0 4 6 0 4 -4

UG 0 0 0 0 1 0 2 0 0 0 0 0 2 0 1 0 -4

UU 0 2 0 4 2 2 3 4 0 3 0 0 4 4 0 6 -4

DD -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4

Table 3. The predicted 5S rRNAs in the

genome of E.coli k12

--------------------------------------------------------

rRNAs Location Product Prodicted MMS

+ -

MMS > mean+6*std 500 500

228756..228875 + 5S rRNA 228756..228875 555

2724089..2724208 - 5S rRNA 2724089..2724208 555

3421059..3421179 - 5S rRNA 3421059..3421179 550

3421305..3421424 - 5S rRNA 3421305..3421424 555

3944324..3944443 + 5S rRNA 3944324..3944443 555

4038097..4038216 + 5S rRNA 4038097..4038216 553

4169216..4169335 + 5S rRNA 4169216..4169335 555

4210619..4210738 + 5S rRNA 4210619..4210738 555

Total number of observations with MMS > 500 5

Total number of observations with MMS > 500 3

--------------------------------------------------------
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Table 4. The predicted 5S rRNAs in the

genome of Staphylococcus aureus

subsp. aureus MW2

--------------------------------------------------------

rRNAs Location Product Prodicted MMS

+ -

MMS > mean+6*std 508 509

496386..496500 + 5S rRNA 496386..496500 546

534799..534913 + 5S rRNA 534799..534913 546

540641..540755 + 5S rRNA 540641..540755 546

545852..545966 + 5S rRNA 545852..545966 546

1959247..1959361 - 5S rRNA 1959247..1959361 546

2137179..2137293 - 5S rRNA 2137179..2137293 546

2250748..2250862 - 5S rRNA 2250748..2250862 546

Total number of observations with MMS > 508 4

Total number of observations with MMS > 509 3

--------------------------------------------------------

subsp. aureus MW2 (MW2). Using the same parameters,
score matrices and query RNAs as those we used in finding
5S rRNAs ofE.coli genome, we computed the MSS distri-
butions in both the PSS and RCS by HomoStRscan. We had
652,567 and 586,125 observations in the two MSS distribu-
tions of PSS and RCS, respectively. The MSS scores ranged
from 301 to 546 in PSS and from 302 to 546 in RCS, re-
spectively. And their sample means were 440.8 and 440.9,
and the sample standard deviations were 11.32 and 11.41,
respectively. The cutoff MSS for discovering 5S rRNAs in
MW2 genome were selected by the same rule that was used
in E.coli genome (cutoff = mean + 6*std). Thus we had cut-
off MSS = 508 in PSS and MSS = 509 in RCS. Using the
two cutoff MSSs we detected four 5S rRNAs in PSS and
three in RCS of MW2 genome (see Table 4). This agrees
completely with the data listed in the databanks. The com-
puted sensitivity and specificity ratios for finding 5S rRNAs
are also 100% in the genome MW2.

Using the same approach and same parameters, we found
seven 5S rRNAs encoded in the PSS of the genome of
Streptococcus agalactiae 2603V/R. The size of the genome
Streptococcus agalactiae 2603V/R was 2.16 Mb and only
two 5S rRNAs encoded in the PSS were noted publicly in
the genome database. In addition to those two 5S rRNAs
we also found five additional 5S rRNAs in the PSS using
the same cutoff of MSS. No 5S rRNAs were found in the
RCS by the same cutoff of MSS we used above (Fig. 4).
All the predicted seven 5S rRNAs had the same value of
MSS score (MSS = 539). Their MSS scores were above the
sample means by 9 times thestd. This is very statistically
significant (Fig. 5). The five 5S rRNAs not presented in the
literature are listed in Table 5.

The examples presented here indicate various aspects
in using HomoStRscan search tool for detection of homo-
logues of 5S rRNAs in genomes. The procedure used here
is also suitable to search for other homologous structural
RNAs in general. In searching for tRNAs, we made two

Table 5. The predicted 5S rRNAs in the

genome of Streptococcus agalactiae

2603V/R by HomoStRscan

--------------------------------------------------------

rRNAs Location Product MMS > mean+6*std 505 505

+ -

16411..17917 + 16S rRNA

18234..21136 + 23S rRNA

Predicted + 5S rRNA 21211..21326 539

22242..23748 + 16S rRNA

24065..26967 + 23S rRNA

Predicted + 5S rRNA 27042..27157 539

91219..92725 + 16S rRNA

93042..95944 + 23S rRNA

Predicted + 5S rRNA 96019..96134 539

165248..166754 + 16S rRNA

167071..169973 + 23S rRNA

170027..170188 + 5S rRNA 170048..170163 539

250375..251881 + 16S rRNA

252198..255100 + 23S rRNA

Predicted + 5S rRNA 255175..255290 539

348582..350088 + 16S rRNA

350405..353307 + 23S rRNA

353361..353522 + 5S rRNA 353382..353497 539

417726..419232 + 16S rRNA

419549..422451 + 23S rRNA

Predicted + 5S rRNA 422526..422641 539

Total number of observations with MMS > 505 7

Total number of observations with MMS > 505 0

--------------------------------------------------------

query RNAs in either PSS and RCS, respectively. One has
the regular size of the variable loop and the other has a big-
ger variable loop. Though we use the same score matrix for
the unpaired bases as we used in the search for 5S rRNAs,
we set two new score matrices of base pairs in the tRNA
search because those distinct non-canonical base pairs in
5S rRNA, such as A:G, G:A, and A:A, are not frequently
found in tRNA. We computed the MSS distribution in the
complete genomic sequence data for each tRNA query by
HomoStRscan. The tRNAs were predicted using a cut-
off MSS that was 5 times thestd greater than the sample
mean of MSS. The sensitivity/specificity ratios computed
from searching the tested complete genome of eubacteria
are about 98%. Also our method finds some tRNAs that are
not listed in the current database of genome (data are not
included).

We have developed a computational method, Ho-
moStRscan, in finding homologue of structured RNAs from
the complete genomic sequence. In general, our method
can be used to search for any RNA segments with the es-
tablished secondary structure in the nucleic sequence. The
predicted homologous RNAs are predicted by a robust sta-
tistical inference from the computed MSS distribution. Our
computational experiments for several complete genomic
sequences indicate that HomoStRscan will detect 100% of
the true 5S rRNAs and give zero false positive in the search.
Based on the general searching method presented here, we
expect to improve our method to be more efficient with less
computing cost for structured RNAs with additional specific
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Figure 4: 5S rRNA MSS distributions computed fromStrepto-
coccus agalactiae 2603V/R. The MSS scores computed from the
PSS of the genomic sequence are shown in the top and those ob-
servations computed from the RCS were shown in the bottom. An
expanded view of the high-scoring tails of the MSS distribution
are shown in Fig. 5.

structural elements.
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